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YTO TAKOE HEHPOCETH U MAIUIMHHOE OBYYEHUE

© baxapes K. @., 3emuaauukuna B. JI., CeBocThsinoBa C. A., 2025
HpxyTckuii rocynapcTBeHHBIN YHUBEpCUTET, I. UpKyTCK

Cratbs INOCBAIIIEHA U3YYCHUIO COBPEMEHHOI'O COCTOSIHHA W IMEPCIICKTHUB Pa3BUTHUA Hel\/'lpOHHle CETCH M TEXHOJIOTMH MAIIMHHOTO
06yquI/I$[. PaCCManI/IBa}OTCﬂ KJIFOUEBbI€ KOHLECHMIUU U METOAUKH, TIPUMEHACMBIC B HACTOALIEC BPEMs, a TAKXKE aHAJTU3ZHUPYIOTCA UX
HpaKTHYECKUE TPHIOKCHHS B Pa3UuYHbIX cdepax nesrenbHOCTH. OCOOBI akIEHT CAeNaH Ha MPEHMMYIIECTBAaX W HEIOCTaTKax
Pa3MMYHBIX TTapaJurM MAaIIMHHOTO OOy4eHWs, TaknX Kak oOydeHnme C yduTeneM, Oe3 yunmTens W ¢ moakperuieHneM. OmnmcaHbl
ApXUTEKTypa W IPHHLUIBI PAOOTHI HCKYCCTBEHHBIX HEHPOHHBIX CETEH, BBIIEICHBI EPCIEKTUBBI JajbHEHIIEr0 COBEPLUICHCTBOBAHUS
HelipoTexHosoruil. TTOJHATEI BONPOCH! TOBBIICHHUS HPOM3BOANTENBHOCTH W HAJEKHOCTH MOJENeH, a TaKKe PacCMOTPEHa POoib
MalIMHHOTO 00yYeHMs] B MHHOBAIIMOHHBIX IIPOIeccax, MPOUCXOAAIINX B MHAYCTPUH BBICOKMX TexHosorui. [IpuBomsrcs mpumeps
YCIICIIHOTO NpHMEHEHUsI HedpoceTel B ()MHAHCOBOW aHAJIMTHKE, 00pabOTKe €CTECTBEHHOIO S3bIKa, M MHOTHX JAPYTHX 00IacTIX
4eJIOBEYECKOM JeATenbHOCTH. CTaThs paccyMTaHa HA CIELUAIUCTOB B oOnacTH MH(OPMATHKH, Pa3pabOTYMKOB HPOTPAMMHOIO
obecreyeHH s, CTYIEHTOB U BCEX MHTEPECYIOIUXCS BONPOCAMH MCKYCCTBEHHOTO HHTEIUIEKTa U HeHpPO-MH()OPMATHKH.
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Kniouesvie crosa: NCKYCCTBEHHBI MHTEIUICKT, MallMHHOE oOydeHue (machine learning), HeiipoHHble ceTH, 00y4eHHE C yUUTEIIEM
(supervised learning), oOyuenue 6e3 yumtens (unsupervised learning), oGydenue c¢ moaxperenueM (reinforcement learning),

KJIacTepU3alusl, AITOPUTMbI MAIIMHHOTO O0yUEHUSI

KTyaJIbHOCTb MCIOJIb30BAHUS HEUPOHHOH CETH

B ITOBCETHEBHOHN J>KM3HHM WIH JXe B paboueit

chepe CTaHOBUTCA Bcé Ooiee
MIPUBJICKATEIFHBIM B OoJiee BOCTPEOOBAaHHBIM 3a CUET
OBICTPOrO Pa3BUTHS TEXHOJIOTUIA, YTO MO3BOJISIET HAWTH
OBbICTPBHI M TPaBUIBHBIA OTBET Ha 3ampoc. B meHTpe
9TOr0 HAyyHOIO0 M TEXHOJIOTHYECKOro Iporpecca
HaxoIsTCs MallMHHOe OOy4YeHHEe U HeHpoceTeBble
TEXHOJIOTHH.

Or cucreM  pekoMEeHAaMiH B IHU(QPOBBIX
wiat()opMax 0 aBTOHOMHOTO BOXKIACHUS M PAa3ITHIHBIX
PYTHHHBIX 3ajad — JOCTIKCHHs B obmactu
HCKYCCTBCHHOTO HHTEIUICKTa pPAJUKaIbHO MEHSIOT
CHoCOOBI B3aMMOJEHCTBHUS YEIOBEKa C OKPYXKaIOIIeH
cpenoil.

TepMuHbl «HEHpPOCETb» M «MALIMHHOE OOy4YEeHHE»
BC€ yallle NOSABIIAIOTCS B HAYYHOMU, MHKCHEPHOH U JJaxe
ryMaHUTapHOW moBecTke. OJHAaKo, HECMOTps Ha
oOIIMpHOE OTNpeNeNieHue ATUX TOHATHH, MX TOYHOE
3HaueHHE ¥ B3aUMOCBS3b OCTAIOTCA HE BCErna sICHBIMU
JUIA HEeCTIeIaucToB. TeM He MeHee, BaKHO TOHUMATh
MPUHOUT PaOOThI TUX TEXHOJIOTHH, OHO MMEET BayKHOE
3HAUeHHE Kak JUId HcCIemoBaTened, Tak M It
MIPe/ICTaBUTENCH TIPUKITAHBIX JVCIUILINH.
MamunaaOoe 00ydyernne (anri. Machine learning) — 310
nozjpasienl  HayKd  HMCKYyCCTBEHHOTO — WHTEJUIEKTa,
OCYIIECTBIIAIOLICIO pa3paboTky AITOPUTMOB,
CIOCOOHBIX OBITH 00J€e TOYHBIMHM B IIpEICKa3aHHUU
pe3ynpTatoB 0e3 ywyacTus IPOTPaMMHUPOBaHMA U
aBTOMATHUYECKH M3BJIEKAaTh 3aKOHOMEPHOCTH U3 TAHHBIX
1 Ha OCHOBE ATOTO IIPUHUMATH pelleHus. B ommaue ot
TPaIUIOHHOTO IPOTPaMMUPOBAHMA, IJi€ ITOBEICHHE
CHCTEMBI CTPOTO 3a/1aHO pa3pabOTYUKOM, B MAITMHHOM
o0ydeHnn MozieIb OPMHUPYET CBOM IpaBHiIa HA OCHOBE
oOyyvaromero mpuMepa. CamMoil TOMYISIpHOW 3amaveit
MAalIMHHOTO OO0y4eHWs SBISETCS KiaccH(uKamms.
SIBHBIM  TIpefCcTaBUTENEM  3TOH  KiacCHU(pUKAIMN
spasieTca anroput™ «HawupHbl Baiiec», 10 3toro oH
HCTIONB30BaJICA B CHaM-QWIBTpaX, HBIHE 3TOM
3aHUMAIOTCS JiepeBbs pemieHni. Takxke ecTb caMblit
MOTTYISIPHBIN METOx KJIaccu(uKaIum, ero
HCTIONB30BAIA JUI PACIIO3HABAHUS BUAOB PACTCHHA,
YeNIOBEYECKUX JIHMI Ha (ororpadusax, TOKYMEHTHI IO
TEeMaM.

CymecTByloT  TpH  OCHOBHBIX
MAaIIMHHOTO 00yYeHHUSI:

1. OOyuenne c yuurenem (supervised learning)-
IpeArosaraeT HaJlMdue pa3MEUCHHBIX JaHHBIX, Ine
KaXIOMy  BXOAHOMY  IpPHUMEpPY  COOTBETCTBYET
W3BECTHBIN PaBUIIbHBINA OTBET. 3a1a41 KiIacCu(UKauu
U PErpeccud SBJSIOTCS TUINWYHBIMH TIPHMEPaMH.
OeMeHTHI o0yd4eHns, KOTOpbIE BKJIIOYAIOT
JKelaTelIbHbIe pelleHus, Ha3biBatoTcss MeTko (label).
Perpeccust mpuMmeHsieTcss B 3ajadax, KOrga HYXHO
NpefBUACTh pe3ynbTar. Perpeccus ¢opmymupyercs B

napagurmMabl

BHIC YpaBHEHHUS, KOTOpOE oOmpeneirieT (yHKIHIO,
JEMOHCTPHUPYIONIYI0 B3aUMOCBSA3b MEKIY BXOAHBIMU U
BBIXOAHBIMH JaHHBIMH. MBI MOXXEM BBIJCIUTH CaMbIe
3HAYNTENFHBIE aJTOPUTMBI OOY4eHHs, PO HEKOTOPHIX
13 HUX MBI PaCCKaXEM:

e JMHeWHas Tporpeccus —  Hy)XHa  JUId
MIPOTHO3UPOBAaHMS LEJNEBOI0 YHCIOBOIO 3HAYCHUS
MIEPEMEHHOM, UMesl o] pyKoil Habop 0COOECHHOCTEH U
CBOWCTB;

® JIOTUCTHYECKas perpeccust — MOXET
MPUMEHATHCA, YTOOBI TIONYYUTH BEPCHI0 K KAKOMY
3aJaHHOMY KJIACCY OHA TIPHHA]ICKHT;

e MeTod Kk-Ommkalmmx cocemeil —  caMblid
HCTIONb3YEeMBIi HeTlapaMeTPHUICCKUi croco®
KIaccu(UKAuu. AJTOPUTM HAauWHACTCS C HICH, YTO
MaKCHUMaJIbHbIE 1o CBOMCTBaM HpeIMETHI
pacnonararotcst OIM3KO IPYT K APYTY.

HeiiponHsie cetn

OOydeHre C y4HTeleM WIH KOHTPOJIHPYEMOE
o0yueHHe MOXET OBITh HMCIOJB30BAHO ISl PELICHUS
3aJa4 perpeccuy, 4ToObl IMPOTHO3UPOBATH LEJIEBOE
YHICIIOBOE 3HAYCHUE ITEpEeMEHHOH, pactonaras Habopom
XapaKTEepPUCTUK U MIPU3HAKOB [1].
2. Obyuenne 6e3 yumrens (unsupervised learning) —
HCTIONB3yeTcs, KOraa NaHHBIE HE COIepKaT SBHOTO U
TOYHOTO pe3ynbTara. Llenp — oOHapykeHUE CKPBITHIX
CTPYKTyp B [aHHBIX, TaKHX KaK KIAcTepPhl WU
aCCOLIMaTUBHBIC 3aBUCHMOCTH, OHH He TpeOyloT cpasy
TOTOBBIX OTBETOB U MX HCIOJB3YIOT JJIsi OOHAPYKEHUS
B3aMMOCBs3eil 00beKTOB. K Takum MeTonaM OTHOCSITCSI:
KJIacTepH3als, IOUCK aCCOLMATUBHBIX  MHpaBHII,
CHIYKEHHE Pa3MEPHOCTH U BHU3yaJn3alus HHHOpMaIHH.
[pomre TOBOPS, OH HCTIONB3YeTCs TUTS
muddepeHIra OOBEKTOB Ha pPa3lIMYHBIC TPYIIIHL
Tarxke, KaKk W B MPOIDIOH MapajurMe MAIIMHHOTO
o0y4eHusi, MBI paccKaxeM IPO CaMbIe HCITOIh3yeMBbIe
ANTOPHUTMBI OOY4eHUS 03 yUUTENs:

a) KIacTepu3alys — KIACTePHBI aHaau3 He
TpeOyeT NpeNBapUTENbHOTO YyKa3aHHs KOJIMYecTBa
KJIAaCTepOB, OH caM HX ompeneisier. Ero pesynbrarsl
MOXHO TPEICTaBUTh B HAIAJHOH Qopme — cC
MOMOIBI0 JeHAporpaMMbl. OmgHako mpu pabote ¢
KPYIHBIMH MAacCHBaMH{ JIAHHBIX TaKO# MOAXOJ MOXET
oKkazarbcsi pecypcoéMkuMm. Ha ceromHsamHuii J1eHb
METOJ KJIACTEpU3allMU IOJXOIAUT JJs CEerMEHTAIHU
pBIHKA, OOBEIAMHEHHE ONHM3KMX TOYEK Ha KapTe,
JNPYTUMH  CIIOBaMHU, 3yMMHUPOBaHWE, MHUHUMH3AIINS
o0beMa, aHaJTN3 U pa3MEeTKa HOBBIX JTaHHBIX (M3 JaHHBIX
y’Ke KOTOpbIE UMEIOTCS]).

e MeroJ k-means 3Ta mpoleaypa HpeniecTByeT
MPOCTOMY CIOCO0y KJIacCCH(PHUKAINK, HA3HAYCHHOTO
Habopa JaHHBIX Yepe3 HyKHOEe KOJIMYECTBO KIacTepOB
(npennonoxum, k kmactepon). Toukn TaHHBIX BHYTpH
KJIacTepa HEOAHOPOIHBI ¥ OTHOPOIHBI IS TAPUTETHBIX

TPyTIIL
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e DBSCAN

0) CHIDKGHHE pa3MEpHOCTH — 3TO H3MEHEHHE
JTaHHBIX, BKJTIOUAIOIIee B CHIDKEHUH YHCIIa IEPEMEHHBIX
HaXoJsl TP 3TOM, INIaBHbIE IIepeMeHHbIe. B koHKpeTHOM
Clydae aJrOpUTM BOCCOEAMHSET  ONpe/eeHHBIE
TIpU3HAKK AJ1s 000011eHns 6oiee BRICOKOTO ypoBH:. Ha
CETONHAIIHUA [IeHb WCIIONB3YIOT B: BH3YaJIH3allWH,
aHAJIM3 HE  HACTOSIIMX  HW300paKCHWH,  PHCK-
MEHEKMEHTE.

e PCA — oH mpeoOpa3yeT UCXOHHBIC NaHHEIEC B
HOBBIII HaOOp TEepeMeHHBIX — TJaBHBIE KOMITOHEHTHI,
KaxJas U3 KOTOPBIX INpPEACTaBIsieT cOOOH NHHEiHyIo
KOMOMHAIMIO MCXOJHBIX NMPHU3HAKOB. DTH KOMIIOHEHTEHI
yIOPSIIOYMBAIOTCS B 3aBUCUMOCTH OT  yOBIBaHUS
JUCTIepCUU

B) Accomuanusi — IOJXOJ acCOIMAaTHBHOTO psAaa
HalpaBJIeH Ha IMIOWCK YCTOHYMBBIX CBS3€H MEXKIY
aneMeHTaMu B Habope o0wpekToB. CeromHs ero
NPUMEHSIOT  [UIS  pasHBIX  IIeJield,  Hampumep:
MpeICcKa3aHue CKUIOK W akmuid (Kak MpaBHIHHO
c(hopMHUpPOBATE MPEIUIOKECHNUE), OIMPEICICHIE TOBAPOB,
KOTOpPBIE YacTO MOKYHAalT BMecTe (U1 CO3aHUsS
COBMECTHBIX MPEAJIOKEHHUI), OpraHu3alnus TOBapHOH
BBIKJIAJKH  (4TOOBI  COMYTCTBYIOIIUE  MPOISYKTHI
HAXOMJIKCH PSIIOM HITH, HA00OPOT, OBUTH Pa3HECCHBI).

3. OOyuenue c mnoakperuieHueM (reinforcement
learning) — oJMH W3 OCHOBHBIX TOAXOIOB B 00JacTH
HCKYCCTBEHHOTO WHTEIICKTa, IMpeqHAa3HAaYEeHHBIN I
pEIIeHNs CIOKHBIX 3a7a4 MPHUHATHS pEIICHUI ImyTeM
B3aUMOJEICTBUS areHTa ¢ OKpy»Karouleil cpemoil. Jra
mapajgurMa akTHBHO TPUMEHSETCS B POOOTOTEXHHKE,
UTpax W yIpaBICHUH CIOKHBIMU cucTtemaMu. Llenp —
HAyYdUTh areHTa  IOCJIEJOBaTeNbHONH  CTpaTeruu
MOBEJICHHsI, KOTOpasi OyleT MPUHOCHTH MaKCUMAallbHOE
BO3HArPaXACHHUE.

OCHOBHBIE KOMITIOHEHTHI C TOJKPETIIICHUEM:

e AreHT — JTO CYUIHOCTh, NPUHHUMAIOIIAS
pelLICHHs U B3aUMOJIECHCTBYIOIAsl C BHEIUHEH Cpenoi.
D10 MOXKeT OBITh POOOT, MPOrpaMma Urpbl WIH JII000H
Pyroil OOBEKT, CTPEMSIIHIACS TOCTUYh OTIPEIeICHHON
EJTH.

o Okpyxaromas cpea MpeacTaBiseT codoit cpeny,
B KoTopod areHT JeiictByer. OHa omnpenenser
COCTOSIHUE CUCTEMBI M PEAKIUIO Ha JeIICTBUS areHTa.

e JlelficTBUs — 3TO BO3MOXKHBIE IIaru, KOTOpbIE
areHT MOXET NMPEIIPUHATH B OTPEIEIICHHOM COCTOSTHUN
cpenbl. BpiOop HMEHCTBUII 3aBHCHT OT CTpaTeTHMd H
TEKYIIETO COCTOSTHUS OKPYKESHUSI.

e Bo3HarpaxjaeHne — 3TO YHCIOBOE 3HAYCHUE,
KOTOpPO€ areHT IOJydaeT IIOCiIe KaXJOro Imara WIN
3aBeplleHMs cepuu maroB. Llens arenra 3akmrouaercs B
MaKCUMM3ALMH 0011el CyMMBbI BO3HATrPasKACHHH 3a BCIO
CEpHIO I1aroB.

o [lonuTHKa-nonuTHKA MOKAa3bIBAET, Kakoe
JICHCTBHE TIPEIIIOYTUTENbHEE BHIOPATh B  KaKIAOM
KOHKPETHOM COCTOSIHUU.

e ODyHKIHA — OICHHUBACT OXHUIAECMYIO OOIIYyIO
cyMMy OymyIInX Harpam Ajs 3aJaHHOTO COCTOSHHUS WIIH
mapbl «COCTOSTHUE-ICHCTBUE». DTa OIEHKAa IOMOTaeT
areHTY NIPUHATH PEIICHHUE O BEIOOPE CIEIYOIIETO Iara.

AJNTOPUTMBIL, KOTOpbIEe Haubonee 4acTo
UCTIONB3YIOTCSL JJIL PELIEHUs 3aJady NpU MOMOIIH
MAIIIMHHOTO O0YUYCHHS C TTOJKPEIUICHUEM:

e (Q-Learning — 3TO anropuT™, OCHOBAaHHBIH Ha
tabnuie 3HaueHnil (tabmuue Q), rae Kaxgas syelka
COOTBETCTBYET mape «COCTOSTHHE—IeHICTBHE,
XpaHsiIeH OIEeHKY OXHIACMOTO BO3HATPAXKICHHA 3a
BEIOOp KOHKPETHOTO NIEHCTBUSA B JaHHOM COCTOSHHU.
AreHTHl OOHOBIIOT Tabmumy (Q Ha  OCHOBe
MTOJly4CHHOTO ONBITa, IOCTEIEHHO TNPHONMKAiACh K
ONTUMANIFHON TONHTHKEe moBeneHus. [logxomuT mis
HEOONBIINX TMPOCTPAHCTB COCTOSHHUA U JICHCTBHI.
IIpocToTa peanuzanuu u noHuManus. Mcnombs3yercs B
3aayax Trma Atari-urp U HABUTAlIMOHHBIX CHCTEMaX.

e SARSA mnoxox Ha Q-learning, omHako OH
YUUTHIBACT CICAYIOIIUI BBIOPAHHBIA AareHTOM Iar
(cmemyromee npeficteue). O10 nemaetr SARSA on-policy
METO/IOM, TIOCKONBKY areHT VYYWUTCSI HWMCHHO TOH
MTOJIUTHKE, KOTOPYIO IPUMEHSICT.

HckyccTBeHHBIC HEHPOHHBIC CETH

HckyccTBeHHass HEHpOHHAS CETh — 3TO H3ANIHAS
CTPYKTypa, CO3lIaHHas UYEIOBEKOM IO 00pasy u
MOZI00MIO JKUBBIX HEPBHBIX KIIETOK Halero mosra. EE
OCHOBY  COCTaBIIIIOT  MCKYCCTBEHHBIE  HEHPOHBI,
COCIMHEHHBIC APYT C APYrOM MOAOOHO HHUTSIM TOHKOMN
TkaHd. Kaxxjgoe 3BEHO Takoil ceTH BOCIPUHUMAET
BXOJIAIIY O UHPOPMAITHIO, o0OpabarsiBas eé
napauielbHO U COBMECTHO C COCETHUMH SJIEMEHTaMU,
MO3BOJISISL peIaTh 3aJadi, paHee JOCTYIHBIE TOIBKO
YEIOBEKY.

Heifipocetn sBnstorcs omHuM U3 Hambolee
MOMYJSPHBIX HMHCTPYMEHTOB MAIIMHHOTO OOyYCHHS,
O0COOGHHO B 3a/adaxX, CBS3aHHBIX C 00pPabOTKOM
M300pakeHHI, TEKCTa, 3BYKa U JPYTUX CIIOKHBIX THIIOB
JnaHHBIX. OHU TIO3BOJISIIOT MOZEIUPOBATh 3aBUCUMOCTH
BBICOKOU CTETIeHHU CJIOKHOCTU M YacTO MPEBOCXOJAT MO
TOYHOCTH TPAJAWIMOHHBIE AaITOPUTMBEI. MaluHHOE
oOyueHue SBISETCS OCHOBHBIM HMHCTPYMEHTOM ISt
HCKYCCTBEHHOTO MHTEJUICKTA

BaxxHOHT 0COOCHHOCTBIO SIBIISICTCS CHOCOOHOCTB
HelipoceTell K O0OOOIEHHIO — OHHM MOTYT YCIEUTHO
MPUMEHSATh CBOM (YHKIMM K HOBBIM, paHee He
BCTPEYaBIINMCS JaHHBIM. OIHAKO 3TO TaKXKe JAeTaeT X
VSI3BUMBIMH K TIEPCOOYYCHHIO — CHUTYalllH, NpH
KOTOPOW MOJIEIb 3aIIOMHHAET O0YYAIOIIYI0 BEIOOPKY, HO
TepsIeT CIIOCOOHOCTh K TeHepaTu3allny.

ApXUTEKTypa M IPHUHIUIEI paboThI HefipoceTen

HckyccTBeHHBIN HEHPOH

B ocHOBe HEHPOHHOM CETH JISKUT OA30BBIN SJIEMEHT
— HCKYCCTBEHHBI HEHPOH, KOTOPBIM MOJAEIHPYET
TOBEICHHE OMOJIOTHYECKOTO HeiipoHa. OH MpUHUMAeT
HA BXOJI HECKOJIBKO CUTHAJIOB (YHCEIT), YMHOXKAET UX Ha
COOTBETCTBYIOLIME BeCa, CYMMHUpPYET U IHepeaaér
pe3ynbTar yepe3 QyHKIUIO aKTUBAIMH, OTIPEISIIIONTYI0
BBIXOJTHOW CUTHAJL.

3a NocJeHue JIeCATUIIETUS TeMa
TPOU3BOJAUTEILHOCTH MPOTPAMMHOTO  00€CTICUECHHUS
oTolIa Ha BTOpoW IiaH. Panee pa3paboTuuku
CTPEMWJINCh MHHHMH3HPOBATh OOBEM OINEPATHBHOMN
MaMSATH W YCKOPHTh paldoTy TPHIOKEHHH BCEMH
BO3MOXHBIMH ~ cniocobamu. Ceifuac  Habmromaercs

BusHec-00pa3oBaHue B SKOHOMHKE 3HAHUIT

Ne 4 +2025



MIPOTHBOIIONIOKHASL TCHICHIIMS, JaXe OOBIYHBIC BeO-
CalThl MOTPEOJIIOT 3HAYUTEIHHYIO JION0 PECYypPCOB
KOMITbIOTEpa, paad yIydlleHus uHTepdeiica u
WHTCPAKTHBHOCTH.

OpHako Takas JOCTYIMHOCTh MOLIHOCTEH OKa3aslach
HEO)XMJAHHBIM  TONApKOM  JUII  HCKYCCTBEHHBIX
HEHPOHHBIX cereit (MHC). HccnenoBarenu
OOHApYXWIIM, YTO MHOTHE CJIOXKHBIE 3aJadd IpoIIe
pemuTh TpH HaIMduu M3OBITOYHBIX pecypcos. Ilo
AQHAJIOTUH C SBOJIOIMOHHBIME MEXaHH3MaMH, TIpUposia
camMa JEMOHCTPUPYET JTOT (SHOMEH: ITOBTOPCHHE
MHOXECTBA CIy4alHBIX COOBITHH C MOCIICAYIOIINM
OTOOPOM  YCHEIIHBIX  BapUAaHTOB  IMPHUBOIUT K
BO3HUKHOBEHHUIO OPTaHU30BAHHBIX CUCTEM M3 Xaoca.

Ceroanst YEJI0BEYECTBO pacrnojaraet
HHCTPYMECHTAMH, MIO3BOJIIOIIUMU 3HAYUTENILHO
COKpaTUTh BPEMEHHBIE 3aTPaThl Ha Pa3BUTHUE CUCTEM.
BrraucnutensHbIE YCTPOMCTBA TOCTUTIIHA YPOBHS, KOTIIA
Iake  OTHOCHUTENBHO  CKPOMHBIC  KOMITBIOTEPHI
CIIOCOOHBI ~ MHOTOKPaTHO  3aIlyCKaTh  MPOICTYPHI
00y4eHHsI COTEH HEWPOHOB, WMHUTHPYS IIPOILECCHI,
TIPOUCXOIAIINE B MO3TE KIUBOTHOTO.

[IpakTHUecKu pPEeBONIIOIMOHHBIM CTall0 OCO3HAHUE
3¢ (GEKTUBHOCTH  CITydailHOro  mojdopa  peIICHHA.
Knaccuyeckuii mpumep «OCCKOHEYHBIX — 0OE3bsH,
nevataromux  Illekcriupay  HEOXKHJAAHHO  HaIIelN
MPUMCHCHUE B pealbHOH MpakTUKe pa3pabOTKu
HCKYCCTBEHHOTO WHTeJieKTa. OKas3bIBaeTCs, MPOCTOE
MOOIIPEHNE YOAYHOTO BapHaHTa PEIICHHS BEAET K
CO3/IaHUIO MTOJIE3HBIX U MPOIYKTUBHBIX CHCTEM.

Nwmenno Ha thone MacCOBOTO pocra
BBEIYMCITUTEIFHBIX ~ BO3MOXHOCTEH W TOSBJICHUS
KPYITHBIX ~ KOpHOpamuii,  BIANCIOMIMX  CETEBBIMU
XpaHIWIUIIAME JaHHBIX, HA9aJIOCh aKTHBHOE BHEIPCHUE
TyOOKMX HEWPOHHBIX ceTeil. KoMIaHWHU-TUTaHTHI,
takue kak Google u IBM, myOnuKkyoT OOJIBIIMHCTBO
HoOBoOCTeH 00 ycnexax MM umenHo Grmarogapst HaTMIUIO
3HAYUTEIHHBIX O00BEMOB BBICOKOIIPOHM3BOAUTEIHLHOTO
JKeJie3a M MacCHBa «OOJBIITUX JAHHBIXY.

Opa MamuMHHOTO OOYYeHHs CTaja BO3MOKHOM
Omaromapss ~ HAKOIUIGHHMIO  OTPOMHBIX  0OBEMOB
HHPOPMAIIUHN B COIMATBHBIX CETAX M ITOOANBEHOW CeTH
Huteprer. CoBpeMeHHBIE HEHPOCETH CIIPABISIOTCS C
3aJja4aMH, Ha BBHITIOJTHEHUE KOTOPBIX YEIOBEK MOTPATHII
Obl mLenyro ku3Hb. Spkuil mpumep — pa3paboTka
JIEKAPCTBEHHBIX TpenaparoB. TpagullMOHHO XHMHKH
BPYYHYIO TPOCUUTHIBAIA  BO3MOXHBIE COYECTAHUS
MOJIEKYJI, 9TOOBI MTOI00paTh BEIIeCcTBa I UCIILITAHHMN.
CerogHsi  CyIIECTBYIOT  HEHpoOceTH, CIOCOOHBIE
aBTOMAaTHYECKH TMepeOuparh MUJUTHOHBI BO3MOXKHBIX
COEIMHEHUHN W Tpeiiarath HanOosee MepPCIeKTUBHBIC
KaHJAUJAThI JUIs1 JadbHEUIIHX SKCIICPUMCHTOB.

HeiipoceTb cOCTOST U3 HECKOJIBKUX YPOBHEMH:

1. BxogHo¥ ciioll, npUHUMAIOIIMIA JaHHBIE.

2. CkpbITBIC CIIOHM, B KOTOPBIX IPOHCXOIUT
npeoOpa3oBaHUe U M3BJICYCHUE IIPH3HAKOB.

3. BobixomHo# ciod, (OpMHPYIOUIMH HTOTOBBIH
pe3ynbTaT (HampuMep, mpeackazaHue Kiiacca).

Kaxxnp1it HEMpOH OAHOTO CJI0SI COEIMHEH C KaXKIbIM
HEHpOHOM  clemymomero cios, GOpMHPYS Tak

Ha3bIBAEMYIO0 MOJHOCThIO cBs3Hylo cerb  (fully
connected network). CoBpeMeHHbIE apXUTEKTYpBI
MOTYT BKJIIOYATh JICCATKH U J1a)Ke COTHU CKPBITBIX CJIOEB
— TaKHe MOJIeNIM Ha3bIBAIOT TIIYOOKUMHU HEHpOCETsIMU
(*deep neural networks*).

OO6yuenne HelipoceTH

[Ipomecc o0y4eHHsT HEWPOCETH 3aKIIOYacTCS B
oAOOpE TAKNUX BECOB CBSI3EH, KOTOPbIE MUHUMH3UPYIOT
OomMOKy MeXay (aKTHUECKHUM BBIXOIOM MOAEIH H
STAJIOHHBIM 3Ha4YeHHEM (Pa3MeTKOH). DTO TOCTHTaeTCs
IMyTéM WTEPaTUBHOTO OOHOBJICHHS BECOB Ha OCHOBE
IpaJUeHTHOIO CITyCKa.

KiroueBbIM KOMIIOHEHTOM 3TOTO NpOLiECcCa SIBISIETCS
obparHoe pacnpocTpaHeHHe OLINOKH
(backpropagation) —  airopuT™M, IMO3BOJISFOIIUI
BBIYMCIIUTh ~ TPaJUCHTHl  (QYHKIMM  OIIMOKK 1O
OTHOILICHHI0O KO BceM BecaM ceTH. llomyueHHbIe
TPaZMeHTHl  WCHONB3YIOTCS  [UII  KOPPEKTHPOBKHU
IapaMeTpOB MOJICTIH.

Boi0op (yHKIMHM aKTHBALMM BIHMSET HA CKOPOCTh
o0yueHHs, CTaOMILHOCTD TPAJUEHTOB U CIIOCOOHOCTH
MOJIETIH 3aXBaThIBaTh CIOKHBIC 3aBUCHMOCTH.

[IpumeHeHue HelipoceTel U MAIIMHHOTO 00y4YeHHs

IIpumeHeHre  HEHPOCETEBBIX  TEXHOJNOTHH U
QITOPUTMOB ~ MAalIMHHOTO  OOy4eHHs  OXBaTbIBaeT
HIMPOYaNIINN CIEKTp 3a7a4 B PasIMYHbIX OTpacisx. Mx
CIIOCOOHOCTh ~ aHAJIM3UPOBATh  OOJbIIME  OOBEMEI
JaHHBIX, BBISIBISITH CKPBITHIE 3aBUCHMOCTH W JIeJIaTh
TOYHBIC TIPEJCKa3aHWs JeNaeT J3TH TEXHOJIOTUH
HE3aMEHHUMBIMH  HMHCTPYMEHTaMH B HAay4HOH,
KOMMEpPUYECKOH 1 COIAIbHON cepax.

DUHAHCOBBIN CEKTOP

bankoBckass u  crpaxoBas  cdepbl  aKTUBHO
WCTIONB3YIOT ~MAlIMHHOE OOydeHWe Misl  OLEHKH
KPEIWTHBIX PHCKOB, BBISBJICHUS MOUICHHUYECTBA U
aBTOMAaTHU3alMu KJIMEHTCKoro cepBuca. Heiipocetu
obpabarsiBaroT TpaH3aKIMOHHbBIE JIaHHBIE "
MOJIb30BaTEIbCKOE ITIOBEIEHHE B PEaTbHOM BPEMEHH,
BBISIBJISISL aHOMAJIMK M TIOTEHIMaJIbHbIE YIpo3bl. Kpome
TOT0, QITOPUTMBI IPUMEHSIOTCS ISl IPOTHO3UPOBAHUS
OUpPXKEBBIX TPEH/IOB M ONTUMH3AIMHA HHBECTUIIMOHHBIX
mopTQeTnei.

WndopmanmoHHbIe TEXHOIOTHI

B IT-cepe mammaHOE 00yUEeHHE UCTIONB3YETCS ISt
pacrio3HaBaHus peun, CHHTE3a TEKCTa,
ABTOMATHYECKOTO IIE€PeBOJa, aHalW3a TOHAJIHHOCTH M
reHepanuu m3o0paxeHuii. COBpEeMEHHBIE S3BIKOBBIC
moxenu, Takue kak GPT (Generative Pre-trained
Transformer), JIEMOHCTPUPYIOT BIICYATIISAIOIHE
pe3ynmpTaTel B 3agadax TeHepalud OCMBICIEHHOTO
TEKCTa, TOHMMAaHUS KOHTEKCTa ¥ BEACHHUS THaJIoTa.

Heiipocetn n mammHHOe 00ydeHHE NPEICTABISIOT
co0oif  BakHBIE W MOLIHBIE  MHCTPYMEHTHI,
OTKpBIBAIOIIME HOBBIE BO3MOXKHOCTH JUIsl aHaIu3a
JaHHBIX W aBTOMAaTH3allMd MPOLECCOB B CaMbIX
pa3nnuHbIX cdepax xKu3HU. OHAKO IS TOTHOLEHHOTO
UX WCIIONb30BaHUS HEOOXOIMMO TPEOJONIETh P
HayYHbIX ¥ TEXHHYECKHMX BBI30BOB, TaKHX Kak
nepeoOydeHne MOJeNneH, MX HHTEPIPETHPYEMOCTh U
9THYECKHE BOIPOCH. B OyaymeMm 53TH TEXHOJIOTHH
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OyIyT IPOAOIDKATh Pa3BUBATHCS M MHTETPUPOBATHCS B
MIOBCEHEBHYIO JKU3Hb, CO3[aBas HOBbIE BO3MOXKHOCTU
JUIs HaydHBIX MCCJIEIOBaHMM, OM3HEeca U COLUabHOU
KHU3HU.

Taxum oOpazom, MOSIBJICHUE JIOCTYTIHBIX
BBIUMCINTENBHBIX ~ MOIIHOCTEH W KOJOCCAIBHBIX
00BEMOB JaHHBIX NPHUBEJIO K HACTOAIIEH PEBOMIOLUH B
HayKe W TEXHUKE, CYyIIECTBEHHO PACIIUPUB FOPHU3OHTHI
BO3MOXKHOTO ¥ IIPEBPAaTHB MEYTHl MPOLUIOTO BEKa B
peanbHOCTh HAIIMX AHEH. W
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What are neural networks and machine
learning

© Bakharev K.,
Sevostianova S., 2025

This article is dedicated to the study of the current state
and development prospects of neural networks and machine
learning technologies. It examines key concepts and
methodologies currently in use, as well as their practical
applications in various fields. Special attention is given to the
advantages and disadvantages of different machine learning
paradigms, such as supervised learning, unsupervised
learning, and reinforcement learning. The architecture and
principles of artificial neural networks are described, and
prospects for further advancement in neurotechnologies are
outlined. The article addresses issues related to improving the
performance and reliability of models, and explores the role of
machine learning in driving innovation in high-tech industries.
Examples of successful applications of neural networks in
financial analytics, natural language processing, and many
other areas of human activity are provided. This article is
intended for computer science specialists, software
developers, students, and anyone interested in artificial
intelligence and neuroinformatics.

Keywords: artificial intelligence, machine learning, neural
networks, supervised learning, unsupervised learning,
reinforcement learning, clustering, machine learning
algorithms
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